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ABSTRACT: The basic physical meaning of temperature
modulation for DSC is an arguable research topic, and its
interpretation affects the development of thermal analysis
and polymer science. This article studies the basic physical
meaning of TMDSC by numerical simulation. DSC and
TMDSC output curves are computed for a sample with
step changes in its specific heat and for a sample with
crystallites melting over the temperature range. The
TMDSC curves are further analyzed to obtain the revers-

ing and nonreversing components. It is shown that separa-
tion of the reversing and nonreversing components from
the underlying heat flow cannot be justified. Some com-
mon misconceptions regarding TMDSC are discussed as
well. � 2007 Wiley Periodicals, Inc. J Appl Polym Sci 106: 3063–
3069, 2007
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INTRODUCTION

DSC is the most comprehensive and popular instru-
mental technique used in thermal characterization of
materials, in particular of polymers. In a conven-
tional DSC, the heating block has a linear tempera-
ture scanning program where the heat flow differ-
ence between the sample and reference is measured
and calculated as output. Reading invented tempera-
ture modulated DSC (TMDSC) in 1993, in which a
sinusoidal temperature modulation is superimposed
on the linear temperature program.1,2 TMDSC has
then become a popular topic of research.3–11 Differ-
ent names such as alternating DSC (ADSC), modu-
lated DSC (MDSC), and modulated temperature
DSC (MTDSC) were once used for TMDSC. Saw-
tooth temperature variation, often called dynamic
DSC (DDSC), can also be employed as an alternative
modulation.

It is true that a linear temperature scanning pro-
gram is a special case of a modulated scanning pro-
gram. This fact has invited one to readily believe
that there are intrinsic merits of TMDSC over con-
ventional DSC, because a TMDSC can obviously be
used as a normal DSC when the amplitude of tem-
perature modulation is set at zero. This is correct
from the point of view of instrumentation technol-
ogy and stimulated a rapid development for new

instruments. However, one may not realize that it is
only when the amplitude is set at zero (constant
hearing rate) that the output is free from unwanted
instrumental factors. TMDSC have been addressed
in the past decade but fundamental questions
remain unanswered: what are the additional physi-
cal quantities deriving from TMDSC? Do these addi-
tional physical quantities originate from test materials/
samples, or originate from the specific way of
TMDSC measurements? We now need a rational
comprehensive understanding of TMDSC, one way
or the other.

Complication of TMDSC comes from the entangle-
ment of three principal factors. The first is the princi-
ple of measurement of TMDSC, the second is the
complexity of test materials, usually polymers, and
the third is the experimental limitations. The lack of
understanding of the principle of TMDSC facilitates
erroneous interpretations of the complexity of test
materials on one hand; the complexity of test materi-
als leaves room for false accounts for the principle of
TMDSC on the other. This is further compounded
with the experimental limitations that always contain
errors but the principle of TMDSC measurement
does not take the experimental errors into account.

Numerical experiments simulating complete DSC
and TMDSC curves, and therefore are crucial
because of its capability to disentangle above-men-
tioned three factors. By assuming a sample having
certain relevant properties, one can conduct numeri-
cal simulations that determine output accurately and
precisely, which in turn, reveals naked principles of
TMDSC measurements.
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In two previous articles of the author, the full
mathematical equations of DSC and TMDSC have
been formulized and the numerical method estab-
lished to obtain complete DSC and TMDSC curves
for heat capacity measurement, crystallization, and
melting processes.12,13 This article will specifically
address subsequent analysis/interpretation of the
raw TMDSC output curves, in particular, how the
reversing and nonreversing components are gener-
ated in TMDSC, which plays a crucial role in
concluding what the reversing and nonreversing
components stand for. Note that this simulation of
reversing and nonreversing components differs fun-
damentally from the approach by Xu et al.14 who
input an artificial nonreversing heat flow in their
simulation, therefore not able to elucidate the nature
of the reversing and nonreversing components of
TMDSC output.

THEORY/BACKGROUND

The governing equation of TMDSC

The governing equation for TMDSC reads

dTðtÞ
dt

þ l
Cp

TðtÞ ¼ l
Cp

½Tb0 þ qtþ Ab sinot� (1)

where T(t) denotes temperature at time t; Tb0 the ini-
tial temperature of the heating block; q, Ab, and x
represent the underlying heating rate, the amplitude,
and angular frequency of modulation, respectively
(x 5 2p/p, where p is the modulation period), and
Cp is the heat capacity. T(t), and Cp can have a sub-
script s or r to denote sample or reference. The sym-
bol k describes the thermal transfer coefficient
between the heating block and sample and reference,
which is determined by the design and construction
of a particular instrument, also affected by other fac-
tors such as the type of sample holder. k is consid-
ered to be identical for sample and reference, and a
constant during a run.3,12,13

The initial conditions of DSC and TMDSC
experiments

The complete curves of a DSC and TMDSC experi-
ment can be obtained by solving the governing
equation incorporating relevant initial conditions.
For simplicity, the initial temperatures for the sam-
ple, reference, and heating block are assumed identi-
cal being at room temperature, 208C. For a general-
ized case that contains discontinuous changes either
in the heat capacity of the sample or in the heating
rate (e.g., saw-tooth modulation for DDSC) in an
experiment, integration of the governing equation
has to be carried out from range to range succes-
sively.12

Analytical solutions and numerical solutions

The governing equation is analytically solvable
when there are only step changes in the specific heat
of a sample and/or in the heating rate (saw-tooth
modulation). The heat flow at the ith range is writ-
ten as:12,13
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Cpr

� �
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where Hmi
f (t) denotes the modulation component,

which reads
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where d is the phase shift defined as

d ¼ tan�1
Ci
psCpro2 � l2

lo
�
Ci
ps þ Cpr

�
 !

(4)

Ci
s and Cr are constants; ti the time at which the sam-

ple reaches the starting temperature of the ith range.
For a saw-tooth modulation, eq. (2) holds without
the term, Hmi

f (t).12

In a previous publication, eq. (3) was not in this
simplest form but a little bit more complicated [eq.
(11) in Ref. 12]. This simplest form was presented at
the Fifth Lhnwitz Seminar on Calorimetry in
Germany in 1998.15 The conclusion that the ampli-
tude of heat flow is a nonlinear function of the ther-
mal transfer coefficient, k, the modulation period, p,
the heat capacity of reference, Cpr, and the hear
capacity of a sample, Cps, is true. By finding this
simpler form, Clarke et al.16 argued that the ampli-
tude of the heat flow is a function of the heat
capacity of a sample, Cps. Certainly nonlinear func-
tion is a function; therefore, the argument is really
invalid.

Both the phase lag and the amplitude are a func-
tion of the thermal transfer coefficient, k, adding one
more parameter into the measurement. k is an
instrumental factor, being not what we wish to mea-
sure, but what we try to avoid. DSC does not work
without k. There is no exaggeration to say that the
smartest innovation in the history of thermal analy-
sis is the cancellation of k and Cpr in DSC output
signal that is achieved by ‘‘differential,’’ using an
identical reference. TMDSC moves backward bring-
ing the two instrumental factors back to the output
of TMDSC.
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When there are endo- and exo-thermal events
such as melting, crystallization, curing, and chemical
reaction for the sample during an experiment, Eq.
(1) might not necessarily be analytically solvable. In
such a case, numerical solutions can be obtained by
employing a Runge-Kutta method.12,13,17–19

RESULTS AND DISCUSSION

The above equations allow one to model DSC and
TMDSC output curves for samples with known
(assumed) thermal properties and known (assumed)
instrumental/experimental parameters such as k, x,
and Cpr. This technique is free from experimental
errors and there is no need for instrumental calibra-
tion; in addition, we know the sample properties
exactly.

Table I displays the thermal properties of a sample
as well as all the other conditions under which a
DSC and TMDSC experiment can be carried out. The
experimental conditions are chosen within the range
of actual experiments in materials characterization
practice, but the sample has been assumed to have
two-step changes in its specific heat over the temper-
ature ranges, as shown in Figure 1. The DSC and
TMDSC curves showing the output heat flow were
obtained as the analytical solution of eq. (2) and are

displayed in Figure 2. An upward shifting corre-
sponding to the initial transient period can be
observed for the curves. This transient period is usu-
ally cut off by starting an experiment, using an
actual DSC or TMDSC, at lower temperature in com-
mon practice. The second and third transient periods
starting at the beginning of temperature Ranges I
and II, however, are not avoidable. Therefore, there
are certain degrees of distortion between the meas-
ured curves and the thermal property of the sample
in DSC measurement. This is caused by the intrinsic
nature of thermal transfer, which is determined by
the Newton’s cooling law. The greater the thermal
transfer coefficient, the smaller the transient effect.
The equilibrium part of the underlying heat flow
doubles in Range I as the heat capacity difference
between the sample and reference is doubled,
regardless of the heat capacity of reference, Cpr, and
the thermal transfer coefficient, k.

The TMDSC output curve consists of a sinusoidal-
like continuous curve superimposed on the DSC
curve. Note that the upper and lower envelops repre-
sent neither the heat flows obtained using a conven-
tional DSC at the heating rates q 1 Ab and q 2 Ab; nor
that at (q 1 Ab)/x and (q 2 Ab)/x. The amplitude of
heat flow is seen to increase with increasing the heat
capacity of the sample, but not in a linear manner, i.e.,
doubling the heat capacity of the sample (excluding

TABLE I
Measurement Conditions and Thermal Properties of the Sample

Thermal transfer
coefficient
k (J/K s)

Underlying
heating rate
q (8C/min)

Amplitude of
modulation

Ab (8C)

Modulation
period
p (s)

Heat capacity
of reference
Cpr (J/K)

Mass of
sample (mg)

Specific heat of sample cps
(J/gK) heat capacity of

sample Cps (J/K)

Range 0 Range I Range II

0.0020 3.0 0.5 for TMDSC 60.0 0.040 10.0 1.50 3.0 1.50
0.0 for DSC 0.055 0.070 0.055

Figure 1 An assumed sample whose specific heat has
two-step changes over the temperature ranges.

Figure 2 Computed DSC and TMDSC output curves for
the sample shown in Figure 1 under experimental condi-
tions listed in Table I.

NUMERICAL SIMULATION OF DSC AND TMDSC CURVES 3065

Journal of Applied Polymer Science DOI 10.1002/app



the heat capacity of pan) does not result in doubling
of the amplitude (0.354263 mW vs. 0.221748 mW).

The TMDSC output curve was further analyzed to
obtain reversing and nonreversing components using
the method discussed in the literature (e.g., Refs. 3,
14), which are shown in Figure 3. One observes
clearly a nonreversing curve—this is contradictory
with the experimental assumptions. Table I specifies
that the heat capacity of the sample depends on tem-
perature only irrelevant with any other factors.
Thus, the nonreversing component is purely a by-
product originating from the specific way of the
measurement rather than from the sample. One may
try to apply a calibration to avoid this discrepancy.
However, one will find there is no constant simulta-
neously suiting both for Ranges 0 and II and for
Range I. The two spikes at 80 and 1208C are due to
the transient effect caused by two discontinuous
changes in specific heat of the sample. This example
highlights why deconvolution of the reversing and
nonreversing components is artificial.

Schawe pointed out that there might be problems
in the interpretation of the reversing and nonrevers-
ing components.5 He argued that the fundamental

equation adopted in such analysis is valid only for
time-independent thermal events. In addition, he
developed an alternative method based on the lin-
ear-response theory to analyze the oscillating heat
flow.20–24 The phase lag between the oscillating heat
flow and the modulated scanning temperature pro-
gram [Eq. (4)] is measured; and the ‘‘storage heat
capacity’’ and ‘‘loss heat capacity’’ are then calcu-
lated, in analog of the storage modulus and loss
modulus that are used in DMA. The modulus of the
complex heat capacity, the storage, and loss heat
capacities have been calculated,20–24 and displayed
in Table II. Clearly, Cps, calculated from the conven-
tional DSC curves (the third row in Table II) returns
figures (0.015, 0.030, and 0.015) exactly the same as
the assumed figures (the second row in Table II or
Table I). The modulus of Schawe’s complex heat
capacity, jC*j, however, is not equal to the heat
capacity of the sample (excluding pan). This sug-
gests that the storage and loss heat capacities are not
physically meaningful.

We can further simulate DSC and TMDSC curves
for polymer melting. Assume a sample with its melt-
ing temperature at 1008C and its crystallites having
such a size distribution that the melting temperature
spans from 80 to 1208C with a Gaussian prifile.13

Table III summarizes the sample properties and DSC
and TMDSC experimental conditions. The specific
heat of the sample is a constant over the whole tem-
perature range apart from the melting.

Where, the new symbols are defined as follows:

DH0
m (J/g) – Melting enthalphy

v (%) – Crystallinity:
Tmax (8C) – Peak melting temperature
l2m – Half width of distribution:

The output curves for the DSC and TMDSC
experiments were computed [eq. (2)] using a Runge-
Kutta method13 and are shown in Figures 4 and 5,
respectively. An endotherm corresponding to the
melting of crystallites is observed, a rather familiar
experimental result to thermal analysts. For the

Figure 3 Underlying heat flow and separated reversing
and nonreversing heat flows for the TMDSC curve shown
in Figure 2.

TABLE II
Computed Complex Heat Capacity Using a Method in the Literature

Cps 2 Cpr 5 mcps
at Range 0

Cps 2 Cpr 5 mcps
at Range I

Cps 2 Cpr 5 mcps
at Range II

Assumed value (J/K) 0.0150 0.0300 0.0150
Computed from the DSC curve (J/K) 0.0150 0.0300 0.0150
Modulus of complex
heat capacity jC*j 0.01199 0.02232 0.01199

Phase lag d (degree) 237.33 231.03 237.33
Storage heat capacity C0 20.00727 20.01150 20.00727
Loss heat capacity C00 0.00953 0.01912 0.00953
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TMDSC curve, the sinusoidal fluctuation of heat
flow that results from modulation of heating rate is
seen up and down around the underlying heat flow.
Subtracting the underlying heat flow from the
TMDSC heat flow leads to the amplitude plot that is
shown in Figure 6. The amplitude expands, reaches
the maximum, and then recovers as the melting of
crystallites ends.

The curve is deconvoluted to obtain the reversing
and nonreversing components following the method
discussed in the literature.3,11 Both the reversing and
nonreversing components are obtained and shown
in Figure 7. This nonreversing component is contra-
dictory with the original assumption, indicating that
the separation of the reversing and nonreversing
components is not physically meaningful.

Common misconceptions

Many thermal analysts have experienced difficulties
in consistently interpreting their TMDSC results.
Nevertheless, the reason for the difficulties has not
been well understood. To have an improved knowl-
edge of TMDSC, it is necessary to clarify some com-
monly shared misconceptions, which have domi-
nated the way of our thinking.

DMA and TMDSC

A reason why one easily believes TMDSC has intrin-
sic advantages over a conventional DSC comes from
the comparison of TMDSC with DMA (dynamic
mechanical analysis), in which a sinusoidal stress (or
strain) is applied to a sample, and response strain
(or stress) is measured as a function of time. The
advantages of DMA over TMA (thermal mechanical
analysis), in which a constant stress/strain is applied
to a sample, are well known. Modulation of loading
force (or strain) has allowed one to measure the
dynamic performance of a sample.

The phase lag in DMA has a different origin from
that of TMDSC. Modulated external force (or strain)
transmits instantaneously (or at the sound velocity of
the sample) to the whole sample, and the phase lag of
response strain (or stress) is caused by the viscous
property of the sample. Two independent physical
parameters, elasticity, G, and viscosity, h, are required
to characterize a viscoelastic sample. Modulation of
loading force enables the viscoelastic property to be
measured. According to either the Maxwell model, or
the Voigt model or other more sophisticated models,
one extracts information on the sample from the stor-
age modulus, G0, and the loss modulus, G00; or from
the modulus of the complex modulus, jG*j, and the

TABLE III
Numerical Simulation Conditions and Thermal Properties of the Sample

k (J/K s) q (8C/min) Ab (8C) p (s) Cpr (J/K) m (mg)

cps (J/g K) in
Ranges 0, I,

and II
DH0

m

(J/g) v (%) Tmax (8C) l2m

0.0020 5.0 0.50 for
TMDSC

30.0 0.040 10.0 1.50 30.0 84.15 100.0 250.0

0.0 for DSC

Figure 4 Computed DSC output curve for melting of
a sample with Gaussian distribution in crystallite size
that results in corresponding distribution in melting
temperature.

Figure 5 Computed TMDSC output curve for melting of
the same sample used for Figure 4 under conditions
shown in Table III.
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phase lag between the applied loading and the meas-
ured response, d. The expressions for the most popu-
lar Maxwell model read,

G* � G0 þ iG00 (5)

jG*j �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
G02 þ G002

p
¼ G

otffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ o2t2

p (6)

t � Z
G

(7)

G0 ¼ G
o2t2

1þ o2t2
(8)

G00 ¼ G
ot

1þ o2t2
(9)

tan d � G00

G0 ¼
1

ot
(10)

where s is the relaxation time constant and x
denotes the angular frequency of applied sinusoidal
loading.

It is important to note that the complex modulus,
storage modulus, and loss modulus are no longer
the ‘‘modulus’’ with original physical definition, i.e.,
Young’s modulus. There are only three independent
parameters in eqs. (5–10); two of them (G, h) reflect
the characteristics of a sample, and the other (x) is
an experimental parameter. The other parameters
can always be expressed as a function of these three
independent variables.

On the other hand, the phase lag observed from a
TMDSC measurement originates from the time dif-
ference for thermal transfer from the heating block
to sample and reference, which is a characteristic of
measurement. A quantitative description of the
phase lag is shown in eq. (4). There is only one inde-
pendent parameter (5Cps 2 Cpr) characterizing the

sample, the others originate from the measurement
itself. In a conventional DSC, the ‘‘instrumental fac-
tors,’’ k and Cpr are cleverly removed from the out-
put heat flow by ‘‘differential,’’ permitting extraction
of information on the sample measured, provided
the transient term has decayed to an acceptable level
[see eq. (2)]. The departure of heating rate from con-
stant in the case of TMDSC has unnecessarily com-
plicated the quantitative relationship between the
output results and input conditions. Thus, the in-
phase and out-phase components, or ‘‘real heat
capacity’’ and ‘‘imaginary heat capacity’’ or ‘‘storage
heat capacity’’ and ‘‘loss heat capacity’’ do not pro-
vide a basis for characterizing the measured thermal
properties of samples.

Further discussion on heat capacity

In spite of the fact that the heat capacity is a well-
defined physical concept, the apparent similarity of
TMDSC and DMA has led to the definition of complex
heat capacity in analog of DMA [e.g., Refs. 5, 20–24],

C*ðoÞ � C0ðoÞ � iC00ðoÞ � jC�je�idðoÞ (11)

where d is the phase shift between the oscillating com-
ponent of the output heat flow and the applied modu-
lation of heating program.

The quantities defined as the modulus of the com-
plex heat capacity, storage heat capacity (real part),
and loss heat capacity (imaginary part) are not the
‘‘heat capacity’’ with the original physical definition.
These terminologies can only be used for describing
mathematical manipulations using the complex num-
ber. In many cases, however, these words have been
used as a physical essence to discuss the material char-
acteristics of a sample. It has been claimed that the real

Figure 6 Amplitude plot obtained by subtracting the
underlying heat flow from the heat flow of TMDSC curve
shown in Figure 5.

Figure 7 Underlying heat flow and separated reversing
and nonreversing components for the TMDSC experiment
shown in Figure 5.
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part of the complex heat capacity, C0, describes molec-
ular motions and corresponds to the heat capacity in
the case of equilibrium Cp; the imaginary part, C00, is
linked to dissipation processes or surface melting.5,20–24

The word ‘‘frequency dependent heat capacity’’ has
appeared in various publications.25–29

Gmelin29 further stated ‘‘the essential implication of
TMDSC originates from the fact that, besides the tem-
perature-dependent heat capacity, the frequency-
dependence of heat capacity becomes involved.’’ The
symbol C(T, x) has been employed to describe this
idea. In fact, the storage and loss heat capacity has
been employed to discuss the materials characteristics
in polymer melting, crystallization, etc.9,20–24 Note
that this frequency is not the frequency of crystal lat-
tice vibration occurring in a sample, as discussed in
the Einstein model and the Debye model.30 It is the
modulation frequency of heating program, which
practically varies in a narrow range of approximate
10–100 s in terms of the modulation period.

These statements are misleading. Besides, the rea-
sons already explained in Section DMA and TMDSC,
one may ask what occurs if we heat up a sample
with unit mass from temperature T1 to T2 with fre-
quency x1, then cool the sample down from T2 to T1

with frequency x2. An accurate mathematical expres-
sion reads

DH ¼
Z T2

T1

CðT;o1ÞdT þ
Z T1

T2

CðT;o2ÞdT

¼
Z T2

T1

½CðT;o1Þ � CðT;o2Þ�dT 6¼ 0 ? (12)

Presumably, no one intends to claim another ‘‘per-
manently working machine’’ as somehow implied
by the term ‘‘frequency dependent heat capacity.’’

There are a number of publications reporting fre-
quency dependency of the glass transition, and the
frequency dependency of the heat capacity at the glass
transition region. For instance, Montserrat found that
the glass transition temperature determined according
to the modulus of the complex heat capacity, jCp

*j
(called dynamic glass transition by Montserrat), is fre-
quency dependent while that determined according
to the total heat flow (conventional DSC) is not.31 This
article, however, will not make further comments on
these in either way. It requires elaborate analysis and
discussion case by case.

CONCLUSION

Although modulation has been proven to be a useful
technique in various fields including AC calorimetry,

the physical meaning of temperature modulation for
DSC is another matter. DSC and TMDSC output
curves are computable either analytically or numeri-
cally, and the TMDSC output heat flow can be fur-
ther separated to obtain the reversing and nonrevers-
ing heat flows. It has been found that separation of
the reversing and nonreversing heat flows is artifi-
cial. No additional physical parameter of a test sam-
ple is measured in TMDSC; instead departure of the
heating rate from constant results in abdication of
the smartest innovation of DSC, ‘‘differential.’’ It is
also concluded that neither the use of the ‘‘storage
heat capacity,’’ C0, nor ‘‘loss heat capacity,’’ C00, is
physically meaningful.
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